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Background

The core of most telecom operator networks today is SDH/SONET (Synchronous Digital Hierarchy/Synchronous Optical NETwork), 
which has always offered good fault management, performance monitoring, predictable latency, a protection mechanism and, of 
course, synchronization. This very stable network has become the expected minimum in performance objectives for network 
operators today and is often described as having “five 9s” (and higher) performance, meaning at least 99.999% up time.

Ethernet is often discussed as a replacement for SDH/SONET, 
but the two technologies are different in every way. The reason 
for the difference can be tracked back to the original design 
requirements where SDH/SONET was designed to carry voice, 
while Ethernet was designed to carry data. However, as with all 
companies, cost efficiency always has to be considered.  While 
Ethernet allows for greatly improved cost points, in comparison 
to SDH/SONET it lacks in the areas of fault management, 
performance monitoring, protection mechanisms and predictable 
latency and jitter. Due to the cost benefits of Ethernet, many 
operators have looked at and in some cases have switched parts 
of their network to Ethernet-based systems, but this has often 
meant having to manage two independent (or nearly 
independent) networks, reducing the cost benefits of Ethernet.

Many operators are now looking into or have already implemented a P-OTS (Packet-Optical Transport Systems) network 
supporting integration of ROADM/WDM (Reconfigurable Optical Add/Drop Multiplexer/Wavelength Division Multiplexing) and  
L2 (Layer 2) switching as well as SDH/SONET. The combination of circuit-based TDM (Time Division Multiplexing) and packet-based 
Ethernet standards that can be transported over the network is a logical step forward for any operator. A P-OTS network can carry 
flexible payloads within a common transport framing, such as MPLS-TP (MultiProtocol Label Switching–Transport Profile), PBB-TE 
(Provider Backbone Bridges–Traffic Engineering) and OTN (Optical Transport Network), with the latter being able to carry SDH/
SONET.

Benefits of P-OTS

There are many benefits for operators combining all technologies over a single network, such as optimizing the network structure, 
which includes dynamic control of services across the network, dynamic real-time bandwidth allocation for on-demand services and 
minimizing layers within a network, which reduces complexity and cost.

Concerns about P-OTS

Today, P-OTS is a combination of technologies. This means operators still have to manage multiple systems when configuring or 
maintaining a single circuit. Increased complexities as well as concerns about interoperability between equipment vendors and 
increasing customer demand for more bandwidth-sensitive services all contribute to operator cost. Engineers need to be trained in 
multiple technologies, which the training can be complicated and still maintain expertise across multiple technologies is quite 
difficult. 

Figure 1.  Simplified Network



4 

The Solution

Making OTN the underlying P-OTS technology carrying Ethernet, MPLS-TP, PBB-TE, SDH/SONET or other traffic on top of it solves 
many issues. Although extending OTN from the Core network to the Metro network or even to the customer edge solves the 
above concerns, it has only become possible recently with the newer OTN standards.

OTN as we understand it today was first defined by the ITU-T (International Telecommunication Union Telecommunication 
Standardization Sector) in the G.709 standard in 2001 for the Submarine and Core markets. It was designed to transport TDM 
circuits over long distances by providing GFEC (Generic Forward Error Correction) but hadn’t achieved large network rollouts until 
recently. From 2009 to 2012, the standard underwent major enhancements introducing areas allowing it to extend further into 
non-Core markets. Many operators are now looking to utilize the benefits of OTN in their Metro and Access networks. New rollout 
requirements are migrating OTN from the Core network to the total network, quickly increasing its market presence.

Many engineers now see OTN as the best transport solution because it offers the best of both worlds: fault management, 
performance monitoring, and protection mechanisms coupled with low entry cost point and ability to support current 
infrastructure. It is very important for network operators to have the ability to continue using their existing infrastructure, allowing 
them to migrate current customers from legacy SDH/SONET and PDH/DSn (Plesiochronous Digital Hierarchy/Digital Signal 
number) networks to Gigabit Ethernet and Fibre Channel (used in data centers) and operators of Metro to Core networks must be 
able to supports all technologies, both future and legacy.

Overview of Different Technologies

The following technologies have a common goal of being able to route packet technologies (Ethernet) across a network in a 
deterministic way while providing a stable system with management and fault-finding abilities. Technologies such as SDH/SONET, 
which is connection-oriented, are very deterministic in routing and quality but they are also very inflexible with regards to upgrades 
or network changes. Standard Ethernet (non-carrier grade) is at the other end of the spectrum; it is connectionless and offers very 
flexible routing across the network because the network elements determine the routing, making it non-deterministic in both path 
and quality. For modern networks, the most important feature is the ability to be deterministic, ensuring that quality is maintained 
across the network even when carrying packet-based technologies, such as Ethernet.

PBB-TE was designed to provide the deterministic connection-oriented features of TDM to carrier-class Ethernet. It achieves this by 
using both PBB (Provider Backbone Bridges) often called MAC-in-MAC and VLAN (Virtual Local Area Network) technologies to 
identify the traffic. The management system is responsible for routing the traffic streams through the network utilizing point-to-
point connection paths and the OAM (Operations, Administration and Management) protocol. The management system also 
creates a backup route supporting the ability to switchover if required.

MPLS-TP is an extension of the MPLS (MultiProtocol Label Switching) protocol suite and was designed to provide deterministic 
carrier-class services over MPLS networks. The Transport Profile allows connectionless traffic to be encapsulated making it 
connection-oriented. MPLS-TP creates LSP (Label-Switched Paths) to transport the traffic across the network as well as utilizing 
OAM information, including information like APS (Automatic Protection Switching).

OTN is based on a fixed frame size with three key areas: the Overhead section, the Payload section, and finally the FEC (Forward 
Error Correction) section. The network routes these OTN frames across the network in a connection-oriented way. Much like a 
SDH/SONET frame, the Overhead carries the information required to identify, control and manage the payload, which maintains 
the deterministic quality. The Payload is simply the data transported across the network, while the FEC corrects errors when they 
arrive at the receiver. The number of correctable errors depends on the FEC type. The most common is GFEC described in the 
G.709 standard, which can identify 16 symbol errors and correct 8 symbol errors per frame.

The roots of OTN come from an SDH/SONET background, while both PBB-TE and MPLS-TP are adaptations of Ethernet networks, 
but all allow a more optimal and deterministic way of transporting data across a Core network and in many cases across Metro or 
Access networks.
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Figure 2.  Network Technology Trend
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Market Trends

Most operator networks have completed several incremental steps as the technologies have advanced, although some engineers 
argue that it would be better technically to complete a total network technology change. The commonly discussed reasons for 
incremental steps are (naturally) cost, as well as infrastructure, customer disruption and churn.

The network is naturally trending from SDH/SONET to all IP (Internet Protocol) is still happening with the major changes shown in Figure 2.

Although OTN has been moving for some time to become the most used transport technology in operator Core networks, it is 
also important to note how quickly it is moving into Metro networks. Historically, the Metro network was a sub-rate of the Core but 
this is starting to change as operators are required to minimize RTT (Round Trip Time) by placing services closer to customers. 
Services that must be closer to customers are replicated across operator networks and include video servers, cloud solutions 
(requiring real time or close to real time updates), etc. Such replication massively reduces Core network traffic demand.

With this in mind, many operators are now upgrading their traditional TDM Metro networks to P-OTS networks, which of course are 
more often than not taking advantage of OTN and its latest updates. A recent Heavy Reading survey looking at operator revenue 
clearly shows movement from TDM to P-OTS. It also shows the reduction in revenue generated from the network from 2008 to 
2018 (Figure 3). While the total revenue in 2008 is about 30% more than the 2018 projection, the network bandwidth requirements 
are significantly larger.

Many (if not all) market experts are predicting a large increase in P-OTS and OTN networks to support the large increase in data 
requirements within operators’ Metro networks.

-   Light Reading completed this webinar titled “Redefining Packet-Optical Transport with SDN and 100 GbE”, which 
discusses many areas including the Heavy Reading figures above.

-   Dell’Oro Group reported here by Lightwave predicts 15% compound growth over the next 5 years and operator Metro 
network spending will overtake Core. 

-   Infonetics reported by Lightwave predicts the OTN switching segment will grow at 20% compound until 2018, and grew by 
37% in 2013.

Worldwide Metro P-OTS and SONET/SDH Revenue, 2008 to 2018 ($M)

Figure 3.  Movement of P-OTS into the Metro Network

IP

TDM

ATM

SDH/SONET

1550 nm

IP TDM

SDH/SONET

DWDM

IP
TDM 

and IP

SDH/
SONET

OTN

FEC

DWDM

IP
TDM 

and IP

OTN S 
D 
H

FEC

DWDM

ROADM

All IP Network 
Minimum Legacy TDM

OTN

FEC

DWDM

ROADM

http://webinar.lightreading.com/17508
http://webinar.lightreading.com/17508
http://www.lightwaveonline.com/articles/2014/01/optical-transport-system-sales-to-hit-15-billion-by-2018-says-delloro.html?cmpid=EnlDirectJanuary212014
http://www.lightwaveonline.com/articles/2014/03/infonetics-otn-switching-worth-8-billion-in-2013.html?cmpid=EnlDirectMarch122014
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Summary

Many networks will change not only in the underlying technology but also in the location and density of data to be carried as we 
move from TDM to P-OTS. Of course, this will happen in different phases around the world and there will be significant change 
globally as we all demand greater access to not only reliable and fast data connections but also to extremely low-latency networks. 
This combination of high throughput requirements and low latency will drive operators away from traditional networks transporting 
everything across the Core to networks requiring regionally deployed network assets (data centers, video streamers, etc.).

Further Reading

White Papers in this series:

OTN – What is it and How does it Work?

Technical Level 2 (Engineer)

   How OTN works; Breaks down and explains the five major frame sections written for engineers, but readable by all.

OTN – The Deep Dive into Details that Make it Tick (Coming soon)

Technical Level 3 (OTN Engineer)

    All you need to know about OAM, TCM, FTFL and FEC written for OTN engineers, but readable by anyone with a keen 
interest in OTN technology.

Free OTN Wall Poster

Many of the above details are shown in an A1 wall poster. 

Simply register online to get your free hard copy mailed directly to you.

http://www.anritsu.com/en-US/Promotions/OTN/index.aspx?wp=level1
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List of Acronyms

Acronym Definition

APS Automatic Protection Switching

DSn Digital Signal number

FEC Forward Error Correction

GFEC Generic Forward Error Correction

IP Internet Protocol

L2 Layer 2

LSP Label-Switched Paths

MAC Medium Access Control address

MPLS Multi-Protocol Label Switching

MPLS-TP MultiProtocol Label Switching – Transport Profile

OAM Operations, Administration and Management

OTN Optical Transport Network

PBB Provider Backbone Bridges

PBB-TE Provider Backbone Bridges – Traffic Engineering

PDH Plesiochronous Digital Hierarchy

P-OTS Packet-Optical Transport Systems

ROADM Reconfigurable Optical Add/Drop Multiplexer

RTT Round Trip Time

SDH Synchronous Digital Hierarchy

SDN Software Defined Networking

SONET Synchronous Optical NETwork

TDM Time Division Multiplexing

VLAN Virtual Local Area Network

WDM Wavelength Division Multiplexing
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